
Supplementary information for Through-thickness resolution, stress

oscillations and residual stress in cold rolling

1. ABAQUS formulation

We present here some relevant background information on the FE modelling technique for rolling. The
metal rolling process is governed by di�erential equations describing yield conditions, constitutive relation-
ships and conservation of mass and momentum. In FE analysis, the di�erential equations are approximately
solved between a discrete set of nodes, using shape functions that assume a particular interpolation �eld
between the nodes. This approach discretises spatial derivatives, so that the partial di�erential equations
are transformed into a system of ordinary di�erential equations. The simpli�ed form of the equations of
motion are written as

Mü = f ext − f int, (1)

where M is the diagonal mass matrix, u is the nodal displacement vector, and f ext and f int are the external
and internal nodal force vectors respectively [1]. In modelling of metal sheet rolling, inertia e�ects are often
neglected [2�4].

FE simulations reported in this work were conducted using ABAQUS 2021 [5]. Within ABAQUS there
are two numerical formulations: implicit and explicit. We give a brief overview of each formulation before
discussing their relative merits for the problem of interest.

1.1. ABAQUS/Standard formulation

ABAQUS/Standard is an implicit solver where the model is updated from time t to time t + ∆t using
information from times t and t+∆t. In this work, only static analyses are considered in ABAQUS/Standard.
Therefore, since inertia is ignored, the relevant equations of motion are

F(u) = f ext − f int = 0. (2)

This large system of equations is solved iteratively in each time increment to obtain the updated nodal
displacements, using the Newton�Raphson technique. The displacements are updated via

∆u(n+1)
(t+∆t) =

[
K(n)

(t+∆t)
]−1

·
(
F(n)

(t+∆t)
)
, (3a)

u(n+1)
(t+∆t) = u(n)

(t+∆t) +∆u(n+1)
(t+∆t), (3b)

where the superscript (t+∆t) is the time at which the equations are evaluated, the subscripts (n) and
(n+ 1) indicate the current and next iterations respectively and K(n) = (∂F/∂u)(n) is the sti�ness matrix
at iteration n. The inversion of the sti�ness matrix K(n) is computationally expensive. The convergence of
the Newton�Raphson method is measured by ensuring that all entries F(u) and ∆u are su�ciently small [6].
At the end of time increment t, the next time increment t + ∆t is attempted, and load or displacement is
incremented corresponding to∆t. If convergence is not achieved by ABAQUS in a certain time increment, ∆t
is reduced and the Newton-Raphson method is attempted again. The reader should note that no velocities
or accelerations are given by ABAQUS/Standard for static analyses. These can be manually extracted via
postprocessing of the displacements (see Section 4 for more details).
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1.2. ABAQUS/Explicit formulation

In ABAQUS/Explicit, the equations are solved for future time steps using known information, making it
an explicit scheme. This dynamic solution scheme necessitates the full version of equation (1) to be solved.
The diagonal mass matrix is inverted to �nd the vector of nodal accelerations,

ü(i) = M−1
(
f ext − f int

)
, (4)

at the beginning of time increment i. The inversion of the mass matrix is numerically much simpler than
inverting the sti�ness matrix [7]. The acceleration vector ü(i) is assumed to remain constant for a very small
time increment and the explicit central-di�erence integration rule [8] is used to update the mid-increment
velocities and subsequently the end-of-increment displacements,

u̇(i+
1
2 ) = u̇(i−

1
2 ) +

∆t(i+1) +∆t(i)

2
ü(i), (5a)

u(i+1) = u(i) +∆t(i+1)u̇(i+
1
2 ). (5b)

The explicit dynamics procedure is ideally suited for analysing high-speed dynamic events, but many of the
advantages of the explicit procedure also apply to the analysis of slower (quasi-static) processes. Quasi-static
analyses typically have longer timescales which increase the numerical computation time required by FE
methods. The stable time increment for ABAQUS/Explicit simulations is the largest possible time step the
solver can take without results becoming unstable. When the solution becomes unstable, the time-history
response of solution variables such as displacements will usually oscillate with increasing amplitudes [5].
This stability limit is also known as the Courant�Friedrich�Lewy (CFL) limit [9], and is estimated as

∆tstable ≈
Le√ρ
√
E

, (6)

where Le is the smallest element dimension in the FE model, ρ is the material density and E is the Young's
modulus of the material. However, ABAQUS/Explicit enables the use of mass scaling. Mass scaling uni-
formly scales the density of the material within the simulation to facilitate longer time steps and reduce
computational time [4]. The limited time increment means that explicit methods are conditionally stable,
thus the mass scaling factor (MSF) must be chosen carefully to reduce simulation times without introducing
inertial e�ects. The introduction of inertial e�ects can lead to erroneous and unstable outputs [1, 10, 11].
The general rule of thumb to assess inertial e�ects is to ensure that the ratio between the kinetic energy
and the internal energy is small (5�10%) [5, 7].

1.3. General FE model conditions

Some of the FE model conditions are speci�c to the solver type (i.e. implicit or explicit); these are
summarized in Table 1. We will compare results from four-node, plane-strain elements, speci�cally: for
implicit analyses, full-integration (CPE4), incompatible (CPE4I) and reduced-integration (CPE4R) element
types; for explicit analysis, since full-integration (CPE4) and incompatible type (CPE4I) elements are not
o�ered by ABAQUS/Explicit, only reduced-integration (CPE4R) elements are considered.

1.4. Transient e�ects and job precision

Our focus in this paper is on steady-state behaviour, so we aim to minimise transient e�ects. Implicit
simulations detailed here apply an instantaneous Ω = 5 rad s−1 while explicit simulations smoothly ramp
roller speed to Ω = 5 rad s−1. Mass scaling and/or increased loading rates were not applied to the explicit
analysis, and a smooth amplitude method was used, again to minimize transient e�ects. Explicit simulations
were conducted using double precision for both the packager and analyses. This is equivalent to the full
nodal precision requested in implicit analyses.
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Feature ABAQUS/Standard ABAQUS/Explicit

Density N/a 7831.3 kgm−3

Step type Static, general Dynamic, explicit
Amplitude curve Instantaneous Smooth step
Contact tracking State-based N/a

Contact discretisation Surface-to-surface N/a
Mechanical constraint formulation N/a Kinematic contact

Element types considered CPE4/CPE4I/CPE4R CPE4R
ABAQUS/Explicit precision N/a Double, analysis & packager

Table 1: Unique FE model settings for the ABAQUS/Standard and ABAQUS/Explicit rolling models used in this work. The
amplitude curve information relates to the application of loading on the roller during the rolling step, not the bite step.

1.5. Relative merits

For the cold rolling process it is not immediately clear which of the formulations outlined above is best as
each type o�ers di�erent advantages and disadvantages. The explicit solver is often the preferred choice for
modelling metal forming processes due to its computational speed and robust handling of complex contact
conditions [8, 9, 12, 13]. A key disadvantage of choosing the explicit solver is the absence of equilibrium
convergence enforcement which can lead to error accumulation [14]. The potential for explicit solvers to
accumulate error implies that implicit solvers provide stronger results, since convergence is ensured at each
time increment in implicit analyses [15]. However, implicit solvers typically consume more computational
resources and can struggle to handle complex contact [9]. In the analysis below we will assess both implicit
and explicit solvers for modelling cold rolling, with the speci�c aim of accurately capturing through-thickness
variations of stress and strain quantities.

2. FE model re�nement

Here we detail our investigation of the e�ect of solver (i.e., implicit versus explicit) and element type
through-thickness stress and strain predictions. This supplements our mesh and steady state convergence
studies in the main text.

2.1. Element type

The material response is evaluated by Gaussian quadrature at each element integration point [5]. In
this work, �rst-order plane-strain elements are employed to discretise the sheet. Other authors [12, 16�19]
similarly used �rst-order elements to model rolling. Fully-integrated plane-strain four-node (CPE4) elements
contain a total of four integration points. The number of nodes and/or number of integration points correlates
to the degrees of freedom any given element can exhibit. Reduced-integration elements, such as CPE4R
elements, use just a single integration point in the centre of the element (compared to the four integration
points in a fully-integrated CPE4 element). Therefore, in principle, CPE4 elements are more accurate than
the CPE4R elements. However, in the presence of bending moments the inherent linear geometry of CPE4
elements can give rise to large, arti�cial shear strains. This problematic behaviour is often termed �shear
locking" [20, 21]. Shear locking is a purely computational behaviour and is not representative of physical
processes. FE models exhibiting shear locking provide erroneous displacement and stress values [20]. All
three element types mentioned here are available for implicit analysis in ABAQUS, while only CPE4R are
available for explicit analysis.

2.1.1. Implicit analysis � three elements

Figure S1 shows a checkerboard pattern in the shear stress which is evaluated at the integration points
of CPE4 elements during a rolling simulation with Ne = 40 elements through the half-thickness of the
sheet. This checkerboard pattern is typical of shear locking behaviour [5]. Figure S2 shows a quantitative
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comparison between the aforementioned CPE4 shear results and shear outputs from a simulation that
employs Ne = 40 CPE4R elements through the half-thickness. Interpolation is carried out in the z-direction
to facilitate comparison between di�erent mesh types. The solid, dotted and dashed curves depict results
in the sheet at x = 0.025L, x = 0.6913L and x = 1.09L, respectively1. Figure S2 shows sharp changes
in the nodal CPE4 shear results, particularly towards the surface of the sheet (i.e., higher z/h0 values)
at x = 0.025L and x = 0.6913L (the solid and dotted curves respectively), highlighting the non-smooth
nature of the shear results that is also visible in Figure S1. In contrast, the CPE4R results are quite smooth
everywhere, con�rming that shear locking is not an issue for CPE4R elements. The checkerboard pattern
(Figure S1) and the interpolated shear results (Figure S2) imply that CPE4 elements are not suitable for
this test case and hence this element type is not considered for the remainder of this work.

2mm

Figure S1: Shear stress (MPa) evaluated at the integration points (i.e., no nodal averaging) for a rolling simulation using
Ne = 40 CPE4 elements through the half-thickness. Jumps in shear stress between elements create a checkerboard pattern,
typical of shear-locking behaviour.
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Figure S2: Interpolated shear stress (MPa) from two simulations employing Ne = 40 CPE4 and CPE4R elements through the
half-thickness, evaluated at horizontal positions x/L = 0.025 (solid lines), 0.6913 (dotted lines) and 1.09 (dashed lines) and
plotted as a function of vertical distance from the sheet centerline. Roller radius is R = 257.45mm and roll gap aspect ratio is
1/ε = 8.

Unlike CPE4 elements, plane-strain reduced-integration (CPE4R) and incompatible (CPE4I) elements
do not su�er from shear-locking behaviour. Low-order elements such as CPE4R lack the necessary shape

1These three x-positions represent the positions where maximum relative errors were observed in our convergence analysis
(see 3 for more details)
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Figure S3: Interpolated shear from two simulations employing Ne = 15 CPE4I and CPE4R elements through the half-thickness,
evaluated at horizontal positions x/L = 0.025 (solid lines), 0.6913 (dotted lines) and 1.09 (dashed lines) and plotted as a function
of vertical distance from the sheet centerline. Roller radius is R = 257.45mm and roll gap aspect ratio is 1/ε = 8. CPU times
are 17.7 hours for CPE4I and 3.2 hours for CPE4R.

functions to describe bending, while incompatible elements such as CPE4I arti�cially add the required shape
functions to adequately describe this behaviour [22, 23]. Incompatible elements are slow to converge in simu-
lations with large compressive strains [5]. For example, a simulation with Ne = 15 CPE4I elements through
the half-thickness took over 5.5 times as long as a simulation with Ne = 15 CPE4R elements. Simulations
with CPE4I and CPE4R elements give similar results (see Figure S3) and the large computational time
severely restricts the mesh size that can be employed with the CPE4I element type, so CPE4I elements are
not considered for the remainder of this work.

2.1.2. Hourglassing

While reduced-integration elements are often recommended as a means of mitigating shear locking [1,
22, 24], they can su�er from spurious zero-energy element deformations. These zero-energy deformations
are often known as �hourglass� modes [20, 25]. ABAQUS o�ers controls to mitigate against this unrealistic
zero-energy behaviour. The default total sti�ness hourglass controls are applied to simulations in this work.
Default hourglass controls apply additional sti�ness to elements to counteract hourglass modes. To obtain
physically reliable results, the arti�cial energy used to control hourglassing must be small (<10%) compared
to the internal energy in the model [5, 25�27]. In this work the arti�cial energy is less than 0.5% of the
internal energy for all simulations. Given the small energy ratio and considering that hourglass behaviour
is not visible in the deformed mesh of any simulation, we conclude that hourglassing does not occur in
simulations reported here. Therefore CPE4R elements are the most appropriate element for this research.

2.2. Limitations of ABAQUS/Explicit

We now consider results from ABAQUS/Explicit simulations. Mass scaling (or increased loading rate)
was not used in any explicit simulation in this paper. Given that the kinetic-to-internal energy ratio remains
in the desired range (5�10%) [5, 7], we consider inertia e�ects to be insigni�cant.

Figures S4a and S4b compare the von Mises stress for two explicit simulations with mesh densities
of Ne = 5 and Ne = 40 elements through the half-thickness, respectively. The most notable di�erence
between the plots is the smoothness of the solution. As mesh density increases, it is expected that the
calculation accuracy should, in general, improve [28]. However, Figure S4 shows that increasing the mesh
density increases noise, indicating that the solution diverges as mesh density increases. In particular, we
note the numerical noise near the surface of the sheet towards the entrance to the roll gap, x/L = 0. This
noise is likely an artefact of the lack of convergence checks performed by ABAQUS/Explicit at each time
increment, which allows the solution to diverge without restriction. In a recent conference paper [29], we
successfully removed such noise by implementing additional sti�ness-proportional damping. However, the
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(a)

(b)

Figure S4: Contour plots showing von Mises stress (MPa) from explicit simulations with (a) Ne = 5 CPE4R elements and (b)
Ne = 40 CPE4R elements, where the symmetry axis is located at z/h0 = 0. Both simulations have roller radius R = 257.45mm
and ε = 0.125.

damping approach increases the required computational time (700 CPU hours compared to 10 CPU hours
without damping for a particular rolling simulation conducted in [29]). Although the explicit simulations are
typically quicker to execute than their implicit counterparts (for example, with Ne = 40 CPE4R elements
through the half-thickness, the explicit simulation's CPU time is less than 37% than that of the equivalent
implicit simulation), the divergent nature of the explicit results and the lack of equilibrium checks lead us
to proposing that implicit simulations outperform explicit simulations for this case study. Therefore the
remainder of this work will focus on simulation results from implicit simulations only.

3. Relative error: choice of x/L locations

We detail here how the three x/L positions used in the interpolated results throughout this paper were
chosen. These x/L positions represent the positions of maximum relative errors. To explain how these
errors are calculated, consider the plots as a function of vertical position in Figure 4 in the main text. The
(interpolated) results from each simulation are interpolated onto a curve with 41 z/h0 points, so that we can
compute the absolute di�erence between this and the (interpolated) simulation with Ne = 40 elements. We
then compute a relative error by dividing the absolute di�erence by the maximum value across the entire
roll gap, as predicted by the simulation with Ne = 40. We choose to normalize this way as opposed to
relative to the local value because some quantities go through zero. At each x/L location, the maximum
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relative error value out of the 41 z/h0 values is stored in an array and plotted in Figure S5 as a function
of x/L. We considered 100 x/L positions from x/L = 0.025 up to x/L = 1.25. Note that x/L < 0.025 was
not considered. The contact point occurs in the neighbourhood of x/L = 0 and corresponds to a change
from zero to large normal stress, so a small change in the predicted position of the contact point can lead
to misleadingly large errors recorded at x/L = 0.

Figure S5 shows that x/L = 0.025 is a position where high relative errors occur, and hence this is one
of the x/L positions used for interpolations in this paper. Figure S5a and Figure S5b also show a spike
in relative errors near x/L = 1.09. This is another x/L position used to calculate the interpolated results.
It is not clear from Figure S5b and Figure S5c which third x/L position to choose. However, Figure S5a
shows a small peak in relative error around the neutral point at x/L = 0.6913 (the neutral point value of
x/L = 0.6913 is predicted by the implicit simulation with Ne = 40). Given this peak and the interesting
dynamics around the neutral point in general, x/L = 0.6913 is the third position used in the interpolated
results throughout this paper.

4. FE velocity calculation

ABAQUS/Standard does not output velocity components or PEEQ rate values for static analyses. There-
fore, we manually calculate the velocity and PEEQ rate values. The velocity and PEEQ rate approximations
are conducted via a Lagrangian time derivative of the displacements and the PEEQ values respectively. Since
the procedure is identical for calculating both velocity and PEEQ rate values, we give details of the velocity
calculation only.

All stress and strain quantities are outputted to an output database (.ODB) �le for all ABAQUS simu-
lations. These quantities are available at di�erent time points throughout the simulation, and it is possible
for the user to vary the number and frequency of the time points throughout each analysis step. To ap-
proximate the velocity components (vx, vz) of some arbitrary node in the sheet, at time frame f , we use a
fourth-order-accurate central di�erencing operator on the displacements

v(f)x =
1
12u

(f−2)
x − 2

3u
(f−1)
x + 2

3u
(f+1)
x − 1

12u
(f+2)
x

∆t
, (7a)

v(f)z =
1
12u

(f−2)
z − 2

3u
(f−1)
z + 2

3u
(f+1)
z − 1

12u
(f+2)
z

∆t
, (7b)

where ∆t is constant between all time frames considered. In order to allow velocities and all other stress
and strain components to be evaluated at the same time frame, all data in the main text is evaluated at a
time point that is two time frames before t = 0.1 s, which is the end of the rolling step. The authors ensured
that ∆t is su�ciently small for accurate velocity approximations.
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